
LLNL-PRES-825138

This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore 
National Laboratory under contract DE-AC52-07NA27344. Lawrence Livermore National Security, LLC

A new workflow for untangling
large-scALE parameter studies

Bryan Garcia
WCI HEDP

Alister Maguire, Charles Doutriaux, Katie Lewis



LLNL-PRES-825138

2

2

ML is currently used in Arbitrary Lagrangian-Eulerian (ALE) 
simulations for combatting pesky mesh tangles

Various “mesh relaxation” strategies are 

used to avoid these tangles 

Hand Tuned Trained Models

How well do our current 

ML models generalize?
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Our proposed workflow enables large-scale parameter 
studies for investigating our ML model performance
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Simulation/Training Parameters

VidyaALE Trained Model

VidyaALE Trained Model

Kosh Store

Kosh Store

Model Design
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Investigating ML based mesh relaxation strategies allows 
us to see how well our ALE simulations match reality

[ Figure credit: Wayne Michell, Josh Kallman ]


